
Regression analysis in practice with GRETL 

 

Prerequisites 

You will need the GNU econometrics software GRETL installed on your computer 

(http://gretl.sourceforge.net/), together with the sample files that can be installed from 

http://gretl.sourceforge.net/gretl_data.html. 

This is no econometrics textbook, hence you should have already read some econometrics text, such 

ŀǎ DǳƧŀǊŀǘƛΩǎ .ŀǎƛŎ 9ŎƻƴƻƳŜǘǊƛŎǎ όƳy favorite choice for those with humanities or social science 

ōŀŎƪƎǊƻǳƴŘύ ƻǊ DǊŜŜƴŜΩǎ 9ŎƻƴƻƳŜǘǊƛŎ aŜǘƘƻŘǎ όŦƻǊ ǘƘƻǎŜ ǿƛǘƘ ŀǘ ƭŜŀǎǘ .{Ŏ ƛƴ aŀǘƘ ƻǊ ǊŜƭŀǘŜŘ 

science).  

1. Introduction to GRETL 

 

1.1 Opening a sample file in GRETL 

Now we open data3-1 of the Ramanathan book (Introductory econometrics wit applications, 5th ed.). 

¸ƻǳ Ŏŀƴ ŀŎŎŜǎǎ ǘƘŜ ǎŀƳǇƭŜ ŦƛƭŜǎ ƛƴ ǘƘŜ CƛƭŜ ƳŜƴǳ ǳƴŘŜǊ hǇŜƴ Řŀǘŀκ{ŀƳǇƭŜ ŦƛƭŜΧ 

  

hƴŎŜ ȅƻǳ ŎƭƛŎƪ ƻƴ ǘƘŜ ǎŀƳǇƭŜ ŦƛƭŜǎΧ ȅƻǳ ŀǊŜ ǎƘƻǿƴ ŀ ǿƛƴŘƻǿ ǿƛǘƘ ǘƘŜ ǎŀƳǇƭŜ ŦƛƭŜǎ ƛƴǎǘŀƭƭŜŘ ƻƴ ȅƻǳǊ 

computer. The sheets are named after the author of the textbook which the sample files are taken 

from. 

http://gretl.sourceforge.net/
http://gretl.sourceforge.net/gretl_data.html


 

/ƘƻƻǎŜ ǘƘŜ ǎƘŜŜǘ ƴŀƳŜŘ άwŀƳŀƴǘŀƘŀƴέ ŀƴŘ ŎƘƻƻǎŜ Řŀǘŀо-1. 

 

You can open the dataset by left-clicking on its name twice, but if you right click on it, you will have 

the option to read the metadata (info). 

  

This may prove useful because sometime it gives you the owner of the data (if it was used for an 

article), and the measurement units and exact description of the variables. 



 

1.2 Basic statistics and graphs in GRETL 

We have now our variables with descriptions in the main window. 

 

You can access to basic statistics and graphs my selecting one (or more by holding down ctrl) of the 

variables by right-click. 

 



Summary statistics will yield you the expected statistics.  

 

Frequency distribution should give you a histogram, but first you need to choose the number of bins. 

 

With 14 observations 5 bins look enough. 

 

You also have a more alphanumerical version giving you the same information: 



 

You also ask for a boxplot. 

 

Showing that the prices are skewed to the right (the typical price being less than the average) which 

is often referred to as positive skew. 

If you choose both variables, you have different options as they are now treated as a group of 

possibly related variables. 

 

The option scatterplot will give you the following: 



 

Which already shows that a linear relationship can be assumed between the price of houses and 

their area. A graphical analysis may be useful as long as you have a two-variate problem. If you have 

more than two variables, such plots are not easy to understand anymore, so you should rely on 2D 

representation of problems like different residual plots.  

You can also have the correlation coefficient estimated between the two variables: 

 

With a hypothesis test with the null hypothesis that the two variables are linearly independent or 

uncorrelated. This is rejected at a very low level of significance (check out the p-value: it is much 

lower than any traditional level of significance, like 0.05 (0.01) or 5% (1%)). 

1.3 transforming variables 

Transforming variables can be very useful in regression analysis. Fortunately, this is very easily done 

in GRETL.  You simple choose the variables that you wish to transform and choose the Add menu. The 

most often required transformations are listed (the time-series transformations are now inactive 

since our data is cross-ǎŜŎǘƛƻƴŀƭύΣ ōǳǘ ȅƻǳ Ŏŀƴ ŀƭǿŀȅǎ Řƻ ȅƻǳ ƻǿƴ ǘǊŀƴǎŦƻǊƳŀǘƛƻƴ ōȅ ŎƘƻƻǎƛƴƎ ά5ŜŦƛƴŜ 

ƴŜǿ ǾŀǊƛŀōƭŜέ Φ 



 

Let us transform our price into a natural logarithm of prices. This is done by first selecting price, then 

by left-clicking the Logs of selected variables in the Add menu. You will now have the transformed 

price variable in you main window as well. 

  

 

Now that you know the basics of GRETL, we can head to the first regression. 

2. First linear regression in GRETL 

 

2.1 Two-variate regression 

You can estimate a linear regression equation by OLS in the Model menu: 



 

By choosing the Ordinary Least Squares you get a window where you can assign the dependent and 

explanatory variables. Let our first specification be a linear relationship between price and area: 

  

After left-clicking OK, we obtain the regression output: 



 

The intercept does not seem to be statistically significant (i.e. the population parameter is not 

different from zero at 10% level of significance), while the slope parameter (the coefficient of the 

area) is significant at even 1%. The R2 is also quite high (0.82) signifying a strong positive relationship 

between the area of houses and their prices. If a house had one square feet larger living area, its sale 

price was on average higher by 138.75 dollar.  

2.2 Diagnostic checks -heteroscedasticity 

But this does not mean that we should necessarily believe our results. The OLS is BLUE (Best 

Unbiased Linear Estimator) only if the assumptions of the classical linear model are fulfilled. We 

cannot test for exogeneity (that is difficult to test statistically anyway), and since we have cross-

sectional data, we should also not care much about serial correlation. We can test heteroscedasticity 

of the residual though. Heteroscedasticity means that the variance of the error is not constant. From 

estimation point of view what really matters is that the residual variance should not be dependent 

on the explanatory variables. Let us look at this graphically. Go to the Graph menu in the regression 

output. 

 

Plotting the residuals against the explanatory variable will yield: 



 

 

You can observe that while the average of the residual is always zero, its spread around its mean 

does seem to depend on the area. This is an indication of heteroscedasticity. A more formal test is a 

regression of the square of the residuals on the explanatory variable(s). This is the Breusch-Pagan 

test: 

  

 

What you obtain after clicking on the Breush-Pagan test under Tests menu is the output of the test 

regression. You can observe that the squared residuals seem to depend positively on the value of 

area, so the prices of larger houses seem to have a larger variance than those of smaller houses. This 

is not surprising, and as you can see, heteroscedasticity is not an error but rather a characteristic of 

the data itself. The model seems to perform better for small houses than for bigger ones. 



  

You can also check the normality of the residuals under the Tests menu: 

 

Even though normality itself is not a crucial assumption, with only 14 observations we cannot expect 

that the distribution of the coefficients is close to normal unless the dependent variable (and the 

residual) follows a normal distribution. Hence this is a good news.  

Heteroscedasticity is a problem though inasmuch as it may affect the standard errors of the 

coefficients, and may reduce efficiency. There are two solutions. One is to use OLS (since it is still 

unbiased), but have the standard errors corrected for heteroscedasticity. This you can achieve by 

reporting heteroscedasticity robust standard errors, which is the popular solution. Go back to the 

Model menu, and OLS, and have now robust standard errors selected: 



 

While the coefficients did not change, the standard errors and the t-statistics did.  

 

An alternative way is to transform you data so that the homoscedasticity assumption becomes valid 

again. This requires that observation with higher residual variance are given lower weight, while 

observations where the residual variance was lower are given a relatively higher weight. The 

resulting methodology is called the Weighted Least Squares (WLS) or sometime it is also referred to 

the Feasible Generalized Least Squares (FGLS). You can achieve this option in the Model menu under 

άhǘƘŜǊ ƭƛƴŜŀǊ ƳƻŘŜƭǎέ ŀǎ άƘŜǘŜǊƻǎŎŜŘŀǎǘƛŎƛǘȅ ŎƻǊǊŜŎǘŜŘέΦ  


