Regression analysis in practieath GRETL

Prerequisites

You will need the GNU econometrics software GRETL installed on your computer
(http://gretl.sourceforge.net), together with the sample files that can bénstalled from
http://gretl.sourceforge.net/gretl _data.html

This is no econometrics textbook, hence you should have already read some econometrics text, such

& Ddz2l NI GAQa .y favbriie ciiCe2fer 2hwsg dvishAhGndanitiésYor social science

0 O1INRBdzy RO 2NJ DNBSySQa 902y2YSGNARO aSiK2Ra 0F?2
science).

1. Introduction to GRETL

1.1 Opening a sample file in GRETL

Now we open datad of the Ramanathahook (Introductory econometrics wit applicationd! &d.).
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computer. Thesheets are named after the author of the textbook which the sample files are taken
from.


http://gretl.sourceforge.net/
http://gretl.sourceforge.net/gretl_data.html

r“ gretl: data files @Mj
comm X Q
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File 1 Summary 4
401k Pension plan generosity and participation

401lksubs  Wealth, income and pension plans
admnrev  State-level drunk-driving laws

affairs Incidence of extra-marital affairs |
airfare Airline fares panel I
athlet2 Academic and sports data by university
attend Class attendance rates and grades :
audit Race discrimination in hiring
barium Anti-dumping filings and chemical imports
beauty Physical attractiveness and earnings
bwght Birth weight and cigarette smoking

r bwght2 Birth weight and pre-natal care il
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Ramanathan | Wooldridge
File 4 Summary 1 -

dataZ-1 SAT scores
data2-2 College and high school GPAs
data2-3  Unemployment, inflation and wages

|

data3-1 House pricgs and sqft :
data3-2 Income and'health care spending

data3-3 Patents and R&D expenditures

data3-4  Gross Income and Taxes by States :

data3-5 Sealing compound shipment data
data3-6 Disposable income and consumption
data3-7 Toyota station wagon repairs
data3-8 Tuition and salary gain for MBAs

r data3-9 Return on equity and assets

You can open the dataset by leficking on its name twice, but if you right click on it, you will have
the option to read the metadata (info).
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File 4 Summary A=~
data2-1  SAT scores |;J
dataz-2 College and high school GPAs

data2-3  Unemployment, inflation and wages

data3-2
data3-3

data3-4 Gross Income and Taxes by States

alth care spending
D expenditures

data3-5 Sealing compound shipment data
data3-6 Disposableincome and consumption
data3-7 Toyota station wagen repairs t
data3-8 Tuition and salary gain for MBAs
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This may prove useful because sometime it gives you the owner of the data (if it was used for an
article), and the measurement units and exact description of the variables.



r“ gretl: data im‘o‘ A I E@g-‘
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DATAZ-1: Selling price and living area of single family homes in
University City community of San Diego, in 1990.
price = S5ale price iz in thousands of dollars (Range 1959.9 - 505)
sgft = Sguare feet of living area (Range 1065 - 3000)

1.2 Basic statistics and graphs in GRETL

We have now our variables with descriptions in the main window.
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File Tools Data View Add Sample Variable Model Help

data3-1.gdt

ID# 4 Variable name 4 Descriptive label 1
0 const
1 price Sale price in theusands of dollars (Range 199.9 - 505)
2 sgft Square feet of living area (Range 1065 - 3000)

Undated: Full rangel - 14
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You can access to basic statistics and graphs my selecting one (or more by holding down ctrl) of the
variables by rightlick.
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File Tools Data View Add Sample Variable Model Help
data3-1.gdt
ID# 4 Variable name 4 Descriptive label 1
0 const
Sale price in thousa g ——
2 sqft Square feet of livin Dlsplayvaluas. .
Summary statistics
Frequency distribution %
Boxplot |
Edit attributes |
Edit values
Copy to clipboard
Delete
Add log |

Define new variable...

Undated: Full range1 - 14
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Summary statistics will yield you the expected statistics.

gretl: summary stats: price ‘ S "_Eléu
BEDAa%ex |

Summary statisties, using the observations 1 - 14
for the wvariable 'price' (14 walid obserwvations)
N

Mean 317.49

Median 291.50

Minimum 159,90

Maximum 505.00

Standard deviation 88.498

cC.V. 0.27874

Skewness 0.65346

Ex. kurtosis -0.52983

Intergquartile range 154.50

Missing obs. 4]

Frequency distribution should give you a histogrdoat first you need to choose the number of bins.

ﬂ gretl: frequency distribution [ & |

price (n = 14, range 199.9 to 505)

© Number of bins: 5 g
) Minimum value, left bin: 161.762 |
Bin width: 76.275 .

@ Show data only

() Test against normal distribution

() Test against gamma distribution

show plot |}
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With 14 observations 5 bins look enough.
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You also have a more alphanumerical version giving you the same information:



r — = B
4 gretl: frequency distribution @Elg
BE2aDx
Frequency distribution for price, obs 1-14
number of bins = 5, mean = 317.493, =sd = 88.4982
interval midpt frequency rel. cum.
< 238.04 199.30 3 21.43% 21.43% =REEaEs
238.04 - 314.31 276.18 13 42.868% £4.29% FEREFREAEEARRE LS
314.31 - 390.59 352.45 2 14.29% T8.5T7% *RwEx
390.59 - 466.86 428.73 2 14.29% 92.86% wR&E¥
>= 466.88 505.00 1 7.14% 100.00% **
= = =

You also ask for a boxplot.

o Pp— - = S

price

15322379 ‘Rightr:\i:kon graph for menu gaof’| = 4

Showing that the prices are skewed to the right (the typical price being less than the average) which
is often referred to as positive skew.

If you choose both variables, you have different options as they are now treated as a group of
possibly related variabk.

, )
B o 2 (=] o
Eile Tools Data View Add Sample Verisble Model Help
data3-1.gdt
ID# 4 Variable name 4 Descriptive label i

0 const

Sale price in thousands of dollars (Range 199.9 - 505)

Display values - 1065 - 3000)

Summary statistics
Correlation matrix

XY scatterplot

Edit values

Copy to cliphoard

Delete

Add logs

Define list
Define new variable...

Undated: Full range 1 - 14
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The option scatterplot will give you the following:
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price versus sqft (with least squares

fit)
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Which already shows that a linear relationship can be assumed between the price of houses and
their area. A graphical analysis may be useful as long as you havevariate problem. If you have
more than two variables, such plots are not easy to understand anymore, so you should rely on 2D
representation of problems like different residual plots.

You can also have the correlation coefficient estimated between the two variables:
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“ gretl: correlation matrix

Beaoamx

corr (price, =gft) 0.90582662 [%
TUnder the mull hypothe=si=s of no correlation:
t{l2) T7.40679, with two-tailed p-wvalue 0.0000

With a hypothess test with the null hypothesis that the two variables are lineartiependent or
uncorrelated. This is rejected at a very low level of significance (check outviieg. it is much
lower than any traditional level of significance, like 0.05 (0.0B5%61(1%)).

1.3 transforming variables

Transforming variables can be very useful in regression analysis. Fortunately, this is very easily done
in GRETL. You simple choose the variables that you wish to transform and choose the Add menu. The
most often requiredransformations are listed (the timseries transformations are now inactive
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YySé OFINARIOoESE o

~

Lt ol ea e 2dz z



r N
“ gretl — - » - - lilﬂlﬂ

File Tools Data View Add Sample Variable Model Help

data3-1.gdt Logs of selected variables

1D # 4 Variable name 4 De Squares of selected variables J
0 const Lags of selected variables %

Eirst differences of selected variables _
2 sqft 5q Log differences of selected variables

Seasonal differences of selected vaniables

Index variable B
Time trend fl
Bandom vanable... B

Periodic dummies

Unit dummies

Time dummies

Observation range dummy

Dummies for selected discrete variables

Define new variable...
Define matrix...

Undated: Full range 1 - 14
WEREExBEHL 2 8B 0

Let us transform our price into a natural logarithm of psc&his is done by first selecting price, then
by left-clicking the Logs of selected variables in the Add menu. You will now have the transformed
price variable in you main window as well.
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File Tools Data View Add Sample Variable Model Help
data3-1.gdt™

ID# 4 Variable name 4 Descriptive label 1
0 const
2 sqft Square feet of living area (Range 1065 - 3000)
3 Iprice = log of price
|
I

Undated: Full rangel - 14
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Now that you know the basics of GRETL, we can head to theefirstssion.

2. First linear regression in GRETL

2.1 Twovariate regression

You can estimate a linear regression equation by OLS in the Model menu:
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File Tools Data View Add Sample Variable Model Help

data3-1l.gdt * Ordinary Least Squares...
1D # 4 Variable name 4 Descriptive label Instrumental variables L\\) i
0 const Other linear models L4
2 sqft Square feet of living area (Ran Time series L4
3 I_price = log of price Panel 3
»

Robust estimation
Monlinear Least Squares..,
Maximum likelihood...
GMM...

Simultaneous equations...

Undated: Full range 1 - 14
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By choosing the Ordinary Least Squares you get a window where you can assign the dependent and
explanatory varibles. Let our first specification be a linear relationship between price and area:
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const Dependent variable
sgft
I_price [T Set as default
Regressors
const
sqft
i
i [7] Robust standard errors | HC1 i
[ Help ] [ Clear ] [ Cancel ] [ oK ’4
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After left-clicking OK, we obtain the regression output:



Ea gretl: model 1 =NACN X

File Edit Tests Save Graphs Analysis LaTeX '1_'|

Model 1: CLS, using observations 1-14
Dependent wvariable: price

coefficient std. error t—-ratio p-value
const 52.3509 3T7.2855 1.404 0.1857
sgft 0.138750 0.0187329 7.407 8.20e-08 #**=*

Mean dependent war 317.4929 5.D. dependent war 88.49816

Sum squared resid 18273.57 5.E. of regres=sion 39.02304
R-squared 0.820522 Adjusted R-squared 0.805565
Fi1i, 12) 54.86051 P-value (F) g.20e-086
Log-likelihood -70.08421 Lkaike criterion 144.1684
Schwarz criterion 145.4465 Hannan-Quinn 144.0501

The intercept does not seem to be statistically significant (i.e. the population parameter is not
different from zero at 10% level of significance), while the slope parameter (the coefficient of the
area) is significant at even 1%. THasRalso quite high (0.82) signifying a strong positive relationship
between the area of houses and their prices. If a housedmedsquare feet larger living area, its sale
price was on average higher by 138.75 dollar.

2.2 Diagnostic checkbeteroscedasticity

But this does not mean that we should necessarily believe our results. The OLS is BLUE (Best
Unbiased Linear Estimator) lgnif the assumptions of the classical linear model are fulfilled. We
cannot test for exogeneity (that is difficult to test statistically anyway), and since we have cross
sectional data, we should also not care much about serial correlation. We can tesb$eedasticity

of the residual though. Heteroscedasticity means that the variance of the error is not constant. From
estimation point of view what really matters is that the residual variance should not be dependent

on the explanatory variables. Let uk at this graphically. Go to the Graph menu in the regression
output.

gretl: model 1

File Edit Tests Save Graphs Analysis LsTeX

Model 1: OLS, ueiy  Residual plot »
Dependent variabl{ Fitted, actual plot »

coef{ Residual Q-Q plet
St ok i, |

const 52.3509 37.2855 1.404  0.1857
saft 0.138750 0.0187328  7.407  8.20e-06 ##%

Mean dependent var
Sum squared resid

5.D. dependent var  88.49816
S.E. of regression  39.02304
R-squared Adjusted R-squared  0.805565
F(1, 12) P-value (F) £.20e-06
Log-likelinood Akaike criterion 124.1684
Schwarz criterion  145.4465 Hannan-Quinn 144.0501

Plotting the residuals against the explanatory variable will yield:
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You can observe that while the average of the residual is always zero, its spread around its mean
does seem talepend on the area. This is an indication of heteroscedasticity. A more formal test is a
regression of the square of the residuals on the explanatory variable(s). This is the Bragsch

test:
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“ gretl: model 1 = | B |
File Edit Tests Save Graphs Analysis LaTeX ‘1_'|
Model 1; Omit variables 1-14

Depender Add variables

Sum of coefficients

- error t-ratio —value
Linear restrictions B

const Nen-linearity (squares) 55 1.404 0.1857

sgft Non-linearity (logs) 87323 T.407 8.20e-06 ***
Mean deg oyl S.D. dependent var 88.49816
Sum squs Heteroskedasticity 3 White's test g304
R-square Mormality of residual White's test (squares only) 563
F(1, 12) J T
Log-like Influential cbservations Breusch-Pagan 624
Schwarz Collinearity Koenker 501

Chow test

Autocorrelation

bin-Watson p-value
H

L test

test

ISQ test

Common factor

What you obtain after clicking on the BreuBlagan test nder Tests menu is the output of the test
regression. You can observe that the squared residuals seem to dequsitiely on the value of

area, so the prices of larger houses seem to have a larger variance than those of smaller houses. This
is not surprifng, and as you can see, heteroscedasticity is not an error but rather a characteristic of
the data itself. The model seems to perform better for small houses than for bigger ones.
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Breusch-Pagan test for heteroskedasticity
CLS, using observations 1-14
Dependent wvariable: scaled uhat”2

coefficient std. error t-ratio p-value
const -1.95438 1.48736 -1.314 0.2134
safc 0.00154604 0.000747274 2.069 0.0608 ~*

Explained sum of squares = 10.3723

Test statistic: LM = 5.186129,
with p-value = P(Chi-sgquare(l) > 5.18612%9) = 0.022768

You can also check the normality of the residuals under the Tests menu:
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Even though normality itself is not a crucial assumption, with only 14 observations we cannot expect
that the distribution of the coefficients islose tonormal unless the dependent variable (and the
residual) follows a normal distributiotdence thiss a good news.

Heteroscedasticity is a problem though inasmuch as it may affect the standard errors of the
coefficients, and may reduce efficiency. There are two solutions. One is to use OLS (since it is still
unbiased), but have the standard errors cared for heteroscedasticity. This you can achieve by
reporting heteroscedasticity robust standard errprghich is the popular solutionGo back to the

Model menu, and OLS, and have now robust standard errors selected:



While the coefficients did not chge, the standarerrors and the {statistics did.

An alternative way is to transform you data so that the homoscedasticity assumption becomes valid
again. This requires that observation with higher residual variance are given lower weight, while
observdions where the residual variance was lower are given a relatively higher weight. The
resulting methodology is called the Weighted Least Squares (WLS) or sometime it is also referred to
the Feasible Generalized Least Squares (FGLS). You can achieuiothis tipe Model menu under
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