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Lecture 6 Econometric techniques for non-stationary series 1: Cointegration and Error-Correction models.

6.a. Cointegration

Generally, the linear combination (for example the sum) of non-stationary time series is also non-stationary. The order of integration of the resulting series is usually the highest of the component series. So: generally if you add an I(2) series with an I(1) series you receive an I(2) series.

This is the reason why regressing a non-stationary series on one or more series will often be a problem: the resulting residuals will be a linear combination of the variables of the regression and should be non-stationary, resulting in a spurious regression.

But there is an important exception! What there is linear combination of variables integrated of the same order d that is integrated of a lower order (d-p), then these variables are cointegrated of order CI(d,p). The scalars (coefficients) of the linear combination are called the elements of the cointegrating vector. In case of cointegration the OLS estimates are super-consistent, meaning that you can not only trust them, but they tend to converge to the population parameters even faster than in case of an OLS on stationary variables.

Most often we handle the CI(1,1) case when we have a number of I(1) variables for which there exist a linear combination that is stationary I(0).

In order to see clearly let us take a simple case with the lack of cointegration:

We have two series, both are I(1) but they are not cointegrated. We run a regression between them and obtain seemingly significant coefficient:

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>0.584111</td>
<td>0.002722</td>
<td>0.727883</td>
<td>0.4888</td>
</tr>
<tr>
<td>X</td>
<td>1.893089</td>
<td>0.113788</td>
<td>16.83705</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

R-squared | 0.735621 | Mean dependent var 1.297146
Adjusted R-squared | 0.735639 | S.D. dependent var 7.969914
S.E. of regression | 0.084100 | Akaike info criterion 5.678708
Sum squared resid | 1842.642 | Schwarz criterion 5.720872
Log likelihood | -252.8904 | Hannan-Quinn criter. 5.687855
F-statistic | 278.7913 | Durbin-Watson stat 0.288199
Prob(F-statistic) | 0.000000 |

Let us look at the graph:
You can see the original y and the fitted values from the regression. The residual is a linear combination of vector y, a unit vector (the intercept...) and vector x. You can see that there is no obvious tendency that the series are sharing some common movement: for that you should expect that the residual should have a tendency to return to its mean (zero). But this particular residual does not have such a tendency: since it is non-stationary, once it experiences a shock, its effect will not fade away and will have a permanent effect. Non-stationary series are non-mean reverting processes. So we can say that there is no mechanism that would keep y and x bound together: they are not cointegrated. Indeed, once you difference the series and re-run your regression you will find no relationship:

Let us see now a case of cointegration:

We have quarterly data between 1950 and 2000 for the real consumption expenditures and the real GDP for the USA. (Greene, Table 5.1). We find that both variables are I(1).
In both cases we found that the first-difference of the variables were trend stationary, since the trend coefficient in the test regression were significant (not reported in the tables here). Since both variables are integrated of the same order, there is a chance they are cointegrated.

The regression of real consumption of real GDP yields:
The Durbin-Watson test is very small, so we cannot be certain if the series are indeed cointegrated. A unit-root test quickly decides the case:

- Null hypothesis: RESID01 is stationary
- Exogenous: Constant
- Bandwidth: 10 (Newey-West automatic) using Bartlett Kernel

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>LM Stat</td>
<td></td>
</tr>
<tr>
<td>Kwiatkowski-Phillips-Schmidt-Shin test statistic</td>
<td>0.118284</td>
</tr>
<tr>
<td>Asymptotic critical value*</td>
<td></td>
</tr>
<tr>
<td>1% level</td>
<td>0.738000</td>
</tr>
<tr>
<td>5% level</td>
<td>0.483800</td>
</tr>
<tr>
<td>10% level</td>
<td>0.347800</td>
</tr>
</tbody>
</table>

The residual is stationary, so the two variables are cointegrated. This should be a lesson to you that the rule of thumb based on the Durbin-Watson statistics is very unreliable. Actually it indicates the lack of spurious regression problem (and possibly cointegration) with high probability if it exceeds 1.

You can observe that the residual has a tendency to return to zero, so there must be a mechanism that keep the two series bounded together. It is not difficult to imagine what the underlying reason in this particular case: there is an equilibrium relationship between aggregate consumption and aggregate income. If the variables are cointegrated you can trust your OLS estimates so you already
have an estimate for the cointegrating vector: $\beta' = (1, 149.99, -0.69)$. The reason for this type of notation is that

$$y_\beta = (y_t, 1, x_t)(1, -\beta_0, -\beta_1)' = u_t \Rightarrow y_\beta = y_t - \beta_0 - \beta_1 x_t = u_t.$$ In this case we say that $y$ was normalized to one, so the fitted value of the regression express the equilibrium value of $y$. There is no reason not to allow for $x$ to be normalized to one: in this case you can choose $x$ as dependent variable. Still, with this methodology you will not necessarily obtain what you would expect based on renormalizing the cointegrating vector: $\left(-\frac{1}{\beta_1}, 1\right)'(y_t, 1, x_t) = v_t$. So this methodology is sensitive to your choice of dependent variable. Nevertheless, in this particular case you get the renormalized cointegrating vector quite close to the expected values: $\beta_{\text{renorm}}' = (-1.448, 220.4, 1)$.

Note: it is possible to have multiple cointegrating vectors, but the above methodology can only estimate a single one. Theoretically, if you have $k$ variables you can have $k-1$ cointegrating vectors. It does not have to be so, however: it is perfectly all right if you find that say 4 variables are connected via a single cointegrating relationship. You should think about each cointegrating vector as describing a rule (equilibrium relationship) that bind a group of variables together.

Now, if you look at a regression on first differences, you find a significant relationship:

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>1.3322912</td>
<td>2.448247</td>
<td>0.544525</td>
<td>0.5867</td>
</tr>
<tr>
<td>D(REALGDP)</td>
<td>0.337363</td>
<td>0.030859</td>
<td>11.03592</td>
<td>0.0000</td>
</tr>
<tr>
<td>@TREND</td>
<td>0.116669</td>
<td>0.022691</td>
<td>5.282620</td>
<td>0.0000</td>
</tr>
</tbody>
</table>


The linear trend was necessary to include since the first differences of the variables were trend stationary. But this is not the end of our analysis. The relationship between the first differences of the two variables reflects only the effect of a unit change in real GDP on real consumption: if GDP increased by one dollar, real consumption will increase by about 34 cents. But as you remember the long-run effect between $x$ and $y$ is estimated under the assumption that $\Delta x = 0$ and $\Delta y = 0$. So a specification including differences will not be able to capture the long-run relationship between $x$ and $y$. The long-run relationship is reflected by the cointegrating vector(s).
For above reason it is a mistake to automatically run a regression on differenced variables once we find out that the original variables were non-stationary. If you have non-stationary variables, always look for a possible long-run relationship (cointegration). Only if you find none, you should go for regression on differences.

6.b. Differenced OLS (Stock and Watson, 1993)

Just above I suggested you to trust your OLS estimates of the cointegrating vector. Still since we do not know the exact structure of causality among (between) your variables, it can be more efficient in small samples to include the present lagged and future values of the first difference of your variables. Now the coefficients of the level of the variables can be interpreted as elements of the cointegration vector.

6.c. Error-correction models

We actually know everything already to arrive at the error-correction representation (also referred to as EC or ECM).

We know that the residual from a cointegrating regression can be interpreted as the deviation of the dependent variable (the one whose coefficient is chosen to be normalized to one) from its
equilibrium (or long-run) value. If it is true than there should be a mechanism that works to eliminate this deviation. This mechanism is called the error-correction. The simplest error-correction representation is as follows:
\[ \Delta y_t = -\gamma \hat{u}_{t-1} + e_t \]
where \( \hat{u}_t \) is the residual from the cointegrating regression. If \( \hat{u}_t > 0 \) we can conclude that in period \( t \) the dependent variable is above its equilibrium value. If \( \hat{u}_t < 0 \) we can conclude that in period \( t \) the dependent variable is below its equilibrium value. The coefficient \( \gamma \) reflect the speed of adjustment, that is, the speed of convergence to the equilibrium value. It can be interpreted as the share of deviation from the equilibrium value eliminated during a single period. The speed of adjustment is most often measured by the half-life, that is, the time needed in order to eliminate 50% of the deviation. This is calculated as follows:
\[ t_{\text{half time}} = \frac{\ln 2}{\gamma} \approx 0.69. \]
You can also include the first difference of the right-hand side variables as well, in order to estimate the immediate effects. This yields the classic Error Correction Model:
\[ \Delta y_t = \alpha_0 + \alpha_1 \Delta x_t - \gamma \hat{u}_{t-1} + e_t. \]
If \( \gamma \) is significantly different from zero, we can argue that there is a valid error-correction representation. If two or more non-stationary variables have a valid error correction representation, they are cointegrated. This is the Granger representation theorem.

6.d. Estimation of ECM

You already know the first way to estimate an ECM as 6.c. basically introduced this method. This is called the Engle-Granger two-step method. Provided you have two or more variables integrated of order one.
Step 1. You regress one of your variables on the rest. If your residual is stationary, your coefficients are your estimate for the cointegrating vector. Save your residuals.
Step 2. Estimate a regression of the first difference of your dependent variable on the first difference of the rest of your variables, plus the lagged value of your residual from step 1.

You could make the whole process even simpler, however. Since \( \hat{u}_{t-1} = y_{t-1} - \beta_0 - \beta_1 x_{t-1} \), you can just plug this into the ECM to obtain:
\[ \Delta y_t = \alpha_0 + \alpha_1 \Delta x_t - \gamma (y_{t-1} - \beta_0 - \beta_1 x_{t-1}) + e_t = \alpha_0 + \gamma \beta_0 + \alpha_1 \Delta x_t - \gamma y_{t-1} + \gamma \beta_1 x_{t-1} + e_t \]
This is the one-step Engle-Granger method. Theoretically, you should be able to arrive at exactly the same cointegrating vector from the one-step method as from the two-step method, but you should be aware that even though the two methods are algebraically the same, statistically they are not. So, do not be surprised if the two methods lead to somewhat different results.
Let us try both methods on our example of real consumption and real GDP! The first step we already have, so we can go on to the second step:

Since the first differences of both $x$ and $y$ were trend stationary, it is not a bad idea to include a linear trend as well in the ECM. We find a valid error-correction representation: the adjustment coefficient is of the right sign (that is we obtained a significant, negative coefficient for $\hat{u}_{t-1}$. It should be between 0 and -2).

The half-time based on the second ECM specification is 11.4 periods, that is about 11 quarters, almost three years. This is a slow adjustment: consumption may really wander off from its equilibrium path for extended periods.

Let us try the one-step approach now:
Now the trend is not significant, so you could remove it. Since it would not change much of the coefficients we stay with this for now.

The coefficient of the lagged real consumption is now our estimate of the adjustment parameter: -0.06, which yields a half-time estimate of 11.6 quarters. This is very similar to the two-step estimate. The long-run coefficient of the real GDP is 0.046/0.06=0.77, higher than in case of the one-step estimate.

More complex methods are also available to estimate the cointegrating vectors and the adjustment coefficients. The most popular one was developed by Johansen and his colleagues at Copenhagen University. It is based on the estimation of a system of equations for each variable thought to be cointegrated (that is why it is called a vector regression). This is going to be a separate topic. The Engel-Granger method has drawbacks:

1. It is sensitive to the choice of the variable to be normalized.
2. It cannot estimate multiple cointegrating vectors.

The Johansen method does not have these weaknesses, but it requires a much more difficult procedure.